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PART I
The Singleton Paradox
On the Future of Human-Machine Teaming 
and Potential Disruption of War Itself 

Ben Zweibelson, PhD

Abstract: Technological innovation has historically been applied in war and 
security affairs as a new tool or means to accomplish clear political or societal 
goals. The rise of artificial intelligence posits a new, uncharted way forward 
that may be entirely unlike previous arms races and advancements in warfare, 
including nuclear weapons and quantum technology. This article introduces the 
concept of a singleton as a future artificial intelligent entity that could assume 
central decision making for entire organizations and even societies. In turn, 
this presents what is termed a “singleton paradox” for security affairs, foreign 
policy, and military organizations. An AI singleton could usher in a revolution-
ary new world free of war and conflict for all of human civilization or trigger a 
catastrophic new war between those with a functioning singleton entity against 
those attempting to develop one, along with myriad other risks, opportunities, 
and emergent consequences. 
Keywords: singleton, singularity, transhumanism, artificial intelligence, AI, 
war studies, security affairs

Machines were first created by humans to shift physical labor from 
muscle and natural sources (wind, water) and in the last century to 
shift cognitive labor as well. The history of invention, technology, 
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and civilization provides an astounding roadmap from the earliest wheel to to-
day’s advanced satellite in geostationary orbit. Woven intricately throughout all 
of these developments is the never-ending dynamic of organized violence in hu-
man affairs. War creates demand for new technology and opportunities, while 
new technology and opportunity often pave the way for subsequent military 
applications. Radical shifts in what types of war occurs and how such warfare 
is exercised often relate to profound technological innovations and scientific 
discoveries. This relationship is dynamic, but it remains a human-designed,  
human-controlled one regardless of whether war is waged with edged weapons 
on horseback or in an all-domain, technologically dense, joint military endeav-
or against cunning and sophistically enabled adversaries. Today, most discus-
sions on artificial intelligence (AI) and human decision making orbit a specific, 
tactical, and technologically immediate perspective that may be blinding insti-
tutions from greater disruption further afield.1 

Frequently, too, the rush to implement new constructs exceeds the neces-
sary wisdom and curiosity for how such innovation may require new ways of 
conceptualizing war, strategy, and military transformation in the wake of such 
developments.2 This seems true in how AI is rapidly integrated into modern 
security applications, doctrine, methods, and tactics without essential debate 
across the military profession on what this means and how future warfare might 
differ from past historically grounded and institutionally recognized patterns. 
According to Haridimos Tsoukas,

Too heavy an influence by the past results in incapacity to see what has 
changed in the present and what is the likely shape of things to come. 
This is a problem inherent in formal organization. The latter tends to 
perceive the world predominantly in terms of its own cognitive cate-
gories, which are necessarily derived from past experiences. The world 
may be changing but the cognitive system underlying formal organi-
zation, a system that reflects and is based on past experiences, changes 
slowly.3

With the profound developments today in human-machine teaming, the 
Department of Defense excels at fielding prototypes and experimental gear at 
the cutting edge of tactical and technological excellence. Where are the deeper 
discussions on ethics, organizational change, and potential disruption of how 
war itself is understood? We must “draw our attention to the need to shift from 
thinking about processes in organization [and knowledge therein] to ‘how we 
should be thinking about processes’.”4 Some sacred cows must be led to con-
ceptual slaughter, if only to prevent such devastation from happening on future 
battlefields beyond our institutionally regulated limits of understanding. 

Human-machine teaming as a concept is hardly a new area for military 
contemplation, in that the combination of human and machine decision mak-
ing dates back to mechanical computation machines of the early nineteenth 
century and analog computers that would eventually aid military cryptology 
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and ship gun laying in World War II. The Cold War would become defined 
by a cybernetic drive to reform military operations as interlocking systems of 
humans and machines obeying formalized rules in a hierarchical cycle of for-
mulated, often rigid decision making.5 This extends into contemporary warfare 
where human-machine teaming is a prominent area of focus for new technolo-
gy, organizational form and function, and operational planning. The origin of 
civilization is considered to start somewhere between 4000–3000 BCE, and 
war over 40 centuries features a gradual shift in humans directly controlling 
and operating analog machines of war toward different variations of human- 
machine teaming where intelligent machines gain new and potentially domi-
nant roles in whether warfighting effects are applied, including when and where 
they occur (or do not occur).6 Played forward, the obvious shift of muscle to an-
alog machine suggests that superior AI may one day exceed human thought on 
future battlefields, including strategic and organizational considerations. Such 
an AI development could represent a singleton of defense and security activities 
for whatever nation or group develops and implements it. How might such a 
change disrupt future warfare or redefine war itself entirely?

Whether considering the ancient chariots in Greek or Roman warfare or 
weaponized drones used in the ongoing Russo-Ukrainian War in 2023, these 
mechanical tools work for the human operator, even if in recent decades the hu-
man is repositioned to respond after activities occurred, or program in advance 
how the team should respond in conditions beyond human comprehension.7 
Weapons strike their target through human senses, whether directly involved or 
informed by artificial enhancement and depiction. Thus, war remains a human 
designed, human conceptualized, and ultimately a human experienced and 
controlled form of organized violence. Today’s artificially intelligent war tools 
remain as such, but tomorrow’s may not. It is in this area that vigorous debate 
must occur, beyond the technological or tactical, and in ways that break with 
most all established war conventions of battles past. Today’s smart weapon re-
quires human decision making, while future ones require new ways of framing, 
including potentially the entire arrangement of decision making in war. For the 
first time in history, modern militaries may be at the event horizon of a single-
ton paradox for war. 

What is a singleton, and how does it relate to AI, human-machine teaming, 
and complex warfare? This article introduces the unfamiliar notion that in the 
future, potential general intelligence machines built for security challenges may 
force the reconceptualization of what human-machine teams are, including 
how future wars might be waged or prevented.8 While this may seem fantastical 
and wildly impractical for the coming decade, readers might remember that, 
in 1903, a few short weeks before Orville and Wilbur Wright flew their first 
flight at Kitty Hawk, North Carolina, the New York Times published an in-
formed, rational article declaring airplanes would take another 10 million years 
for humans to technologically realize.9 Nick Bostrom, a philosopher focused on 
technology, first formed the hypothesis that Earth-originating intelligent life 
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will form a singleton that comprehensively manages everything for civilization. 
This will be explained in detail, but the primary reason no single government, 
authoritative dictator, or group has yet to accomplish any cohesive and per-
manent singleton manifestation is that the human species seems incapable of 
reaching and employing sufficient intelligence to provide anything but flawed, 
questionably sufficient, and regularly faulty decision making writ large. Hu-
manity forever exists in the paradox of possessing world-changing curiosity and 
intellect but coupled with the fact that the species in general routinely demon-
strates unintelligent behaviors and frequently makes irrational decisions with 
dire consequences. Or in the words of an anonymous Yosemite National Park 
ranger, “There is considerable overlap between the intelligence of the smartest 
bears and the dumbest tourists” when asked about the difficulty in designing 
bear-proof garbage cans.10 Might intelligent machines provide a new on-ramp 
to decision making and strategic developments beyond human limits? 

Readers should take warning that the fantastic and the pragmatic are con-
nected in unusual ways. Modern militaries insist that innovation is key, flex-
ibility in ideas and adaptation are paramount, yet in the same breath many 
pragmatic professionals then ask for simplicity and uniformity.11 Complex prob-
lems are expected to be “solved” using traditional, linear, mechanistic modes of 
inquiry espoused in modern doctrine and practice.12 Henry Mintzberg terms 
this machine bureaucracy where complex reality is inappropriately simplified so 
that bureaucratic processes are permitted to operate, despite their often-glaring 
insufficiencies in addressing complex, dynamic systems.13 Incremental, logi-
cal, and linear progress is desired in such institutionalized bureaucracy, so that 
control remains well in hand of those charged with safeguarding not just the 
future of the organization, but also the legacy and entrenched belief systems 
that represent identity and purpose.14 This “problem-solution” logic dismisses 
complexity so that courses of action paired with optimized analysis imposes a 
simplification of reality instead.15 Elizabeth Kinsella elaborates:

Practitioners set the problems that they go about solving, and such 
problem setting is a form of worldmaking that often falls outside the 
realm of the technical knowledge learned in professional schools. Prob-
lem setting often begins when one’s usual understanding of the world 
bumps up against a disorienting dilemma or problematic situation that 
falls outside of one’s usual frames. . . . In this way the practitioner is 
viewed as setting the problem within a world of his or her own making 
[emphasis added].16 

Innovation in military organizations is expected to be accomplished in 
largely the same way that traditional planning occurs, and all innovative ac-
tivities must also comply with most all institutionally protected and coveted 
content so that the organization does not experience disruption or uncertainty 
while changing.17 Yet, neither innovation (nor planning in complexity) works 
this way.18 Neither does the arrival of a new paradigm for war, science, or oth-
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er discipline where the institutional frame for reality is defeated and replaced 
with an entirely novel one. Thomas S. Kuhn wrote of new scientific paradigms 
radically disrupting the legacy one, replacing it entirely, and in the wake of that 
disruption, witnessing a migration of people that adapt to the new paradigm 
while those unwilling or unable to do so fade off into irrelevance.19 The last 
cavalry charge occurred at least one generation of warfighters too late, and it 
was not led by disruptive innovators. The practical debates on AI and human- 
machine teaming are necessary for today’s current conflicts. Yet, to engage in 
where future conflicts might radically depart from established norms, militaries 
must move away from the practical to the fantastic area of AI and human- 
machine teaming debates. Only in the abstraction of the fantastic might new 
insights and illumination occur that provide clearer yet novel perspectives for 
tomorrow’s unrealized conflict.

AI today remains narrowly exceptional, in that intelligent machines can 
outperform humans in very specific tasks, such as analyzing thousands of imag-
es in seconds to isolate a specific facial pattern or identifying and targeting the 
trajectory and point of origin of a mortar fired at friendly forces so that imme-
diate counterbattery occurs in seconds. Machines now are superior to humans 
in chess, trivia games, and many other areas of mention, yet machines remain 
utterly wedded to the coding that provides them select (narrow) super-human 
abilities, if only those same humans refine and update the code accordingly. 
Changing one simple rule in Jeopardy! would eliminate IBM’s Watson from the 
contest until programmers adjusted the code. Today’s intelligent war machines 
remain entirely dependent on human operators and designers. AI systems pro-
vide amazing, game-changing capabilities in strictly narrow applications in 
warfare, where the human decision makers, operators, and machine designers 
largely remain completely in control.20 Hence the term human-machine teaming 
positions the human first in order of importance. 

Security affairs and war studies discussions abound with supposed “game- 
changing” concepts, yet all too often these immediately become hyperbole or 
fixate on isolated technological developments within warfare with the afore-
mentioned disregard for complexity theory and overemphasis on institutional-
ized, largely Newtonian war frames.21 If one assumes the metaphor of “game” 
for how technology is positioned in advancing or changing warfare to the 
advantage of the technological innovator, the deeper implication is that new 
technology permits the user to gain new control or dominance over a lesser 
equipped opponent who is fighting according to some shared rules and pat-
terns.22 Artificial intelligence, once able to reach levels of equivalency or superi-
ority with how humans demonstrate general intelligence, may end up changing 
the game in ways the creators will not recognize. This could put both human 
competitors into situations where control and dominance are no longer exer-
cised in the historical patterns of past conflict. Indeed, truly advanced AI might 
for all intents and purposes break the human war paradigm entirely. This is a 
radical, likely absurd notion, particularly for the pragmatics and realists within 
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the military institution. Then again, in 1903 before the Wright brothers made 
history, many readers of the New York Times would likely be seen as rational, 
reasonable, and well-informed people able to distinguish clearly between what 
is potentially game changing, and what could not possibly happen for another 
10 million years. 

Defining the Singleton
Bostrom introduced the concept of a singleton not as social commentary on 
political systems, ideologies, or why most governments are perpetually dys-
functional bureaucracies on the edge of corruptive ruin. He wanted to pair 
the failure of optimized societal decision making with that of AI and demon-
strate how technology might open a Pandora’s box unlike anything previously 
experienced. This is not to be construed as technological fearmongering, yet 
humanity does illustrate a strong pattern of developing and implementing new 
ideas without realizing the consequences. New intelligent weapons designed 
to augment the human operator represent a familiar manner to extend past 
mechanical, analog war tools for the warrior in battle. New intelligent systems 
that can form strategies, war theories, formulate diplomacy, and manage entire 
defense departments in superior ways beyond the most intelligent human is 
entirely different. Such developments may be multiple decades away or possibly 
closer than assumed. That there is no serious military debate on such matters is 
potentially more terrifying.23 

Bostrom suggests that a singleton could manifest in a political or ideolog-
ical group that offers a new world order that actually succeeds in some form, 
yet Bostrom’s original singleton construct suggests that standard human intel-
ligence and abilities for an individual dictator or group of leaders has thus far 
been proven insufficient. Throughout more than 40 centuries of human history, 
there has yet to be an ideology, culture, belief system, or group of people capa-
ble of executing a singleton beyond that of an empire, nation-state, or some sort 
of organization that has an expiration date as well as an inability to extend fully 
to all of civilization.24 Arguably, some individuals or groups have shown limited 
singleton abilities to select populations and geographical areas over periods of 
time, but none have been enduring nor has any entity assumed productive uni-
fication of the entire human civilization. Humans with current cognitive and 
communicative abilities just have not yet realized or implemented any mean-
ingful (or enduring) singleton. Bostrom illustrates that “[a singleton’s] defining 
characteristic . . . is some form of agency that can solve all major global coor-
dination problems. It may, but need not, resemble any familiar form of human 
governance.”25 While human-machine teaming is typically framed only in tac-
tical military contexts, a singleton is the manifestation of such an arrangement 
at the grand strategic, national, or ultimately internationally collective level for 
civilization. This is systemic teaming at the level of networks, ecosystems, and 
entire species at full realization. 

Bostrom explains that a singleton is an entity that becomes the single  
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decision-making authority at the highest level of human organization. This as-
sumes the entirety of human civilization, often confined to Earth for the near 
term.26 Such an entity is considered “a set with only one member,” yet this 
requires further information.27 First, a singleton is something that is able to 
take total control of human civilization, or at least those that are reachable and 
able to be controlled, so that a world order is instituted by the design of the 
singleton and executed through complete realization. An AI singleton would, 
if able to reach general and then superintelligence, potentially self-develop into 
an intellect hundreds of thousands of times beyond even the smartest human. 
Suggesting such an entity would be able to take the mantle of controlling all of 
civilization raises all sorts of ethical, moral, and existential questions that Bo-
strom addresses in his book in myriad ways. Ultimately, were such a powerful 
intellect developed, humans would face significant challenges in containing it, 
utilizing it effectively, and also anticipating adversarial attempts to develop their 
own singleton entity first for their own interests or security goals. Such a com-
petition might dwarf the space and nuclear races, given the long-term potential 
impacts. However, the glide path from the arrival of an AI singleton entity and 
this realization of total implementation/exercised control is an area requiring 
further serious research, debate, and strategic contemplation. A singleton enti-
ty, by virtue of assumed total control of all aspects of a society, would directly 
control all security apparatuses, including nuclear strategies.28 

In Superintelligence, Bostrom introduces this concept of a superintelligent 
singleton, potentially an artificial intelligence, but not necessarily. Superintelli-
gence is defined as “any intellect that greatly exceeds the cognitive performance 
of humans in virtually all domains of interest.”29 Understandably, many military 
professionals when considering AI and security applications leap to this con-
cern of a superintelligent AI creation becoming a threat to the human creators, 
and thus untrustworthy for any critical or existential systems such as nuclear 
weaponry as well as control of essential services such as power or information. 
Bostrom makes compelling arguments that a singleton could become realized 
through some sort of superintelligent entity, whether an artificial intelligence 
system, a genetically modified human with cognitive abilities so advanced it 
may no longer qualify as the same species (the first Supra sapien, perhaps), or 
potentially a cybernetically enhanced human.30 

These ideas seem fantastic, and with the current state of artificial intelli-
gence development in 2023, they likely are. However, this may not be the case 
in less than a century depending on technological advances in computing, par-
ticularly quantum computing as well as genetics, nanotechnology, and robotics. 
A singleton with superintelligence would likely conceptualize on a level incom-
prehensible and alien to even the smartest humans. This is nicely summarized 
by the fictional superintelligent character Dr. Manhattan in The Watchmen who 
remarked: “The world’s smartest man poses no more threat to me than does its 
smartest termite.”31 This suggests that whether the superintelligent singleton 
arrives in the form of an AI system, a genetically enhanced human (or humans), 
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or cybernetically enhanced humans—these all are areas of significant military 
research and development at a primitive level of singleton potential.32 They are 
decades if not centuries away, yet within popular culture and science fiction sto-
ries these concepts are already deep within the societal zeitgeist as an instrument 
of fear and distrust. 

Of significance to this article is the deeper question of whether our modern 
framing of war and warfare is insufficient for what a potential superintelligent 
singleton might produce in security affairs. For recorded human history, and 
particularly in the last three centuries of Western scientific development, mili-
tary philosophers have granted war a natural, timeless, and universal ordering 
(albeit a chaotic, passionate, dynamic one for some theorists), with warfare a 
perpetually changing character where scientific methods could take hold and 
offer some reliable sense of direction in the fog and friction.33 War was not 
always conceptualized as such, nor today do all societies and competitors sub-
scribe to the same war paradigm.34 While it is highly controversial to challenge 
such base premises in contemporary American and partnered military com-
munities, a minority of theorists do so. Unfortunately, such debates often oc-
cur well outside established military training, doctrine, or educational settings. 
What is most significant here is not whether one human-designed war frame is 
superior or inferior to another, but that all of them are of human design, and 
all of war is a human creation. Given that all war theory is conceptualized by 
human minds, is there not a potential that AI in a future and potentially ad-
vanced configuration might develop dissimilar concepts? Furthermore, were an 
AI singleton to develop new war theory and practices, could human minds fully 
appreciate them if they required either intelligence beyond the human limits, 
or merely nonhuman thinking to forge a conceptual path to them? If this is the 
case that AI entities would be alone in comprehending and directing such new 
concepts, how would human operators continue to participate in some sort of 
decision-making loop of human and machine teaming? 

There are many technological, ethical, moral, legal, and strategic questions 
concerning AI and weaponization, yet most of them orient toward human be-
ings still able to make decisions within the loop, or perhaps “on top of the 
loop” where AI can produce lethal effects based on previously established hu-
man parameters and limits designed by humans for machines to rapidly operate 
within.35 The singleton offers the profound possibility that this entire shared, 
socially constructed notion of war could be shattered and eclipsed by something 
beyond our reasoning and comprehension. Regular AI may challenge both the 
assumed character and nature of future war, while a superintelligent singleton 
might break it completely.36 Even if this were to occur, would humans be cog-
nizant of such developments, or would they be satisfied with the tangible effects 
of either successful security affairs or some elimination of violence and conflict? 

Incomplete and Misleading Notions of Singletons
Singletons are popular in modern entertainment, whether in science fiction 
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stories, movies, television, or other similar modes of entertainment. Indeed, 
advanced societies grapple with the paradoxical challenges of technology and 
prosperity and whether such designs are doing more harm than good. While 
existential fears abound with human-controlled weapons of mass destruction, 
the fear that something nonhuman might be even more existentially dangerous 
is where killer robots and inhuman logic taken to absurdity evokes great science 
fiction horror stories. Again, humans as a species feature a long and complex 
relationship with technology dating back to the earliest recorded history, in that 
contextually any cutting-edge technological development inspires awe as well as 
fear. The ancient Greeks used the story of Icarus inventing a flying contraption 
to warn of recklessness and impulsive behaviors regarding technological devel-
opments that distract society too far from established norms and values. Icarus, 
in his own exuberating thrill of flying it, gets too close to the sun and perishes. 
Today, when Boston Dynamics uploads new videos of their Atlas robot online, 
Twitter feeds are flooded with admiration and also snarky comments on the end 
of human civilization at the hands of robot overlords.37 

Modern technologically inspired stories extend from far older myths and 
narratives that draw from basic human desires, values, and wants.38 Not all in-
dustrialized societies feel this way, as notably Japanese culture readily embraces 
advanced technology, robotics, and significant human-machine teaming with 
little of the technophobia found in American pop culture such as The Termina-
tor, Wargames, Star Trek, and fantasy cartoons such as Rick and Morty.39 Indeed, 
Japan is often far ahead of the rest of the world in experimenting with AI and 
robots in real-world applications, whether with AI engagements in hotels, nurs-
ing homes, or for a host of social applications in the home.40 However, in much 
of the Anglo-Saxon world of largely Western European origin and design, there 
seems to be a more pronounced fear of and fetish about what the future may 
yield with respect to AI, robots, and similar technology. The possible reason for 
this pattern suggests further research is needed outside the scope of this article. 
Singletons are of great military strategic concern, yet due to cultural and social 
biases potentially stemming from these other areas, military discourse is often 
stymied from properly contemplating such futures. Killer robots get chuck-
les from the military audience, and they move onto more important affairs of 
immediate, tactical, and short-term technological consideration. This requires 
rectification so that clear, serious debate occurs on the bigger, long-term picture 
for future conflicts. 

A singleton entity is frequently confused with a singularity, which also is 
popular in science fiction, futurism, and technological discourse. A singularity, 
first introduced by mathematician Vernor Vinge and popularized into main-
stream entertainment by Ray Kurzweil, is considered a game changing, evolu-
tionary moment where the natural human species, developed over thousands 
of generations through evolutionary, gradual change would suddenly gain new 
shortcuts that no other creatures on Earth might entertain. Genetic modifica-
tion, nanotechnology, cybernetic implants, networked augmentation, and many 
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other radical options, if fully developed, could provide unfathomable new ways 
for humans to evolve into an entirely new category of existence. Should people 
gain any ability to reconfigure or modify their genetic structures, molecules, or 
biological abilities beyond even the most gifted natural configurations thus far, 
they might transform into a superintelligent, infinitely enhanced, and possibly 
nonbiologically based technological fused entity.41 

A singularity introduces the concept of transhumanism, where at a biolog-
ical, physical, political, sociological, and ultimately a philosophical level, hu-
manity might evolve beyond the slow, clunky genetic and environmental soup 
of existence as organic, carbon-based life forms. The ethical, moral, and legal 
concerns abound here but also there are clear security and defense consider-
ations. Should one nation find genetic manipulation for creating super soldiers 
unethical, what happens if a future adversary rejects that conclusion if only 
to enjoy a significant advantage on a future battlefield? If a natural soldier is 
psychologically and biologically limited to effectively controlling 3–4 combat 
systems in support of their battlefield role, but a cybernetically enhanced sol-
dier (even surgically altered) can control 300–400 systems with ease, how will 
different societies debate these challenges prior to catastrophic foreign policy 
debacles?42 

There are sinister aspects of such radical change to the fundamental build-
ing blocks of what the human species can and cannot do. This also has been 
articulated in religious debate as “Apocalyptic AI.”43 A singularity is when 
machines with sufficient artificial intelligence are able to teach and improve 
themselves, with variations of a singularity including human-machine team-
ing, hybridization, or potentially solely a machine-driven acceleration beyond 
humans.44 Technology with advanced AI could unlock entirely revolutionary 
developments where humans begin to exist exclusively in virtual or augmented 
realities well beyond simple metaverse discussions offered today by social media 
giants.45 The technological progress in this march toward a singularity is not 
linear but exponential, meaning the estimates on when a singleton might be 
reached is also subjected to this rapid shift.46 

Beyond the singularity, human existence might be challenged in nearly 
all aspects, from whether biology can be manipulated genetically, enhanced 
through cybernetics, or even transmitted into pure informational form and 
function outside the limits of organic life. This may sound radical and far-off, 
but AI and related research is ongoing where such ideas are moving into the the-
oretical from the merely hypothetical.47 Perhaps each of these concepts might 
arrange on some sort of technological pathway, with the metaverse being an ear-
ly phase where organically unmodified humans might increasingly spend more 
of their lives in a sophisticated virtual and/or augmented reality, and potentially 
modified users might gain unprecedented access and immersion beyond the 
natural configured species users. Super-enabled humans would be potentially 
reaching this singularity concept, and either they would gain access to some su-
perintelligence level that could provide unparalleled reasoning on security and 
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governance or the development of general intelligence AI systems might beat 
them there instead. Indeed, if superintelligence and the option to operate as a 
singleton entity for all of civilization is some sort of finish line, the race might 
be waged between a host of strange characters. 

Modified humans with super cognitive (and physical) abilities might win or 
lose out to cybernetically enhanced human-machine entities. Or they all might 
lose the race to natural born human engineers and scientists that design the first 
general intelligence AI system capable of boosting itself to thousands of times 
more powerful than the smartest human intellect, perhaps beyond even what a 
modified individual human might be capable of. These fantastic concepts again 
sound too far-off and abstract, but such a race is already underway, if only be-
ginning, and the race is one waged between various nations that are in competi-
tion and have rival (or incommensurate and antagonistic) security aspirations.48 
Yet, a superintelligent human individually is not automatically a singleton, 
nor is an advanced technological system of multiple humans individually and 
collectively engaging a singleton either. The singleton hypothesis reflects the 
centralized authority for all significant decision making into one entity. In any 
configuration where various humans (superintelligent or not) exercise different 
judgments or ability to change the direction outside of the authority vision, 
one lacks the singleton manifestation. Siri and Alexa may know all of someone’s 
browsing and shopping habits and make highly informed suggestions to people, 
but they still serve the human operator who remains in charge. 

Thus, singletons are not to be confused with advanced, networked AI nor 
with a powerful, sophisticated internet that might be termed a metaverse. Even 
a network of super-enhanced human users in the metaverse, if still each in-
dependent, could form sophisticated societies or political configurations, but 
they would not be a true singleton.49 Humans, whether organically natural or 
highly modified would still oversee society with humanity guiding it in new 
directions according to new realizations of human existence and expression be-
yond contemporary (and still largely analog) frames. Singletons would, if one 
emerged from human technological designs, engage positively or negatively as 
a superintelligent entity created by nonenhanced creators. Even the notions 
of positive and negative are grounded in human values and nested in human 
conceptualization of which the singleton might transcend in ways incompre-
hensible.50 Which values apply to what is “good” or “bad” in such complex, 
systemic contexts? 

In other words, the human designers might produce an AI capable of un-
derstanding things the designers could not, placing them in a subservient role 
cognitively whether they wanted this or not. The tool would become superior to 
the operator, and the designed means to an end would gain the unprecedented 
ability to exceed the original end. This is where a means to an original end may 
no longer connect, as the AI would create new ends of its own design outside 
of the human creator. The tool designed for one purpose reconfigures toward 
an unrealized one that even the tool creator cannot fathom. This is where most 
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science fiction and entertainment falls short, or simply confuses the singleton 
with other aspects of the metaverse, artificial intelligence, swarm logic, transhu-
manism, or simply technophobia. Most all science fiction AI antagonists end 
up mirroring the very things human designers already understand and can still 
match wits to. 

The Borg, as cybernetic and networked (swarming) space villains in Star 
Trek lore, the Skynet AI of the Terminator franchise, as well as a host of oth-
er technologically advanced, nonhuman adversaries fall short of the singleton 
concept.51 As the singleton is superintelligent and able to convince, persuade, 
reason, or potentially force all of civilization to obey its decision making, these 
science fiction antagonists reflect human-centered narratives more than they 
do the significance of superintelligence. The Borg are frequently outwitted as is 
Skynet, the HAL 9000 computer from 2001: A Space Odyssey, and many more 
because the narrative presented is one that humanity can overcome all odds. 
In terms of values and narratives, antagonist collectives such as the Borg, the 
masses of robot terminators, or the flurry of digital agents and evil machines 
of the Matrix represent not some superior state of existence, rather the loss or 
absence of what it is to be human. That humans always win reflects an implicit 
superiority of humanity over that which is nonhuman. This misses the singleton 
tension or perhaps misinterprets it as yet another technophobic manifestation 
for cunning humans to overcome. 

Bostrom, in his book Superintelligence, explains that a singleton is a set with 
only one member, but “set” quickly outgrows the traditional notion of “mem-
ber” in any individual capacity.52 The Borg, as well as the character Unity in 
the Rick and Morty episode “Auto Erotic Assimilation,” feature vast numbers of 
hosts or members in a shared swarm intelligence, but that collective intelligence 
remains relatively equivalent to individual cunning human protagonists.53 This 
violates what a singleton’s superintelligent abilities would likely be. There would 
be little or nothing even the smartest human might do and likely such vast in-
telligence would operate beyond the planes of conceptual existence that involve 
those qualities that make us human. Rick could engage and date Unity in the 
sci-fi cartoon episode because despite Unity’s external configuration where her 
consciousness could spread across thousands of hosts, she still functioned not 
as a singleton but as a person spread across many hosts that are mere vehicles 
for the single identity. The machine systems of Skynet as well as the antagonists 
from the Matrix movies had exceptional advanced technology but were still 
bounded to the same error-prone, limited overall conceptual abilities of the 
protagonist humans able to eventually thwart them. 

Another subtle theme in some of these science fiction narratives that offer 
a technophobic warning of killer robots hunting humanity to extinction is that 
of ethics and artificial intelligence development. Human programmers might 
intentionally or inadvertently introduce bias and flaws into even the best AI 
software, leading to some advanced and unstoppable technological beast that 
turns on the human creators, locking humanity into some prison or even erad-
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icating them from the planet.54 This also falls short of the singleton concept, 
in that it stands on the logic that the nonsuperintelligent programmer creates 
a superintelligent entity that chooses what is presented as a rationalized, en-
tirely human (Machiavellian perhaps) decision that could be captured in game 
theory—a rationalized choice to obliterate humanity using super-empowered 
resources.55 The nuance here is subtle, but while a singleton could potentially 
pursue such an action, the activities as well as the logic of such a choice likely 
could never be reduced so neatly into what already governs most all diplomatic, 
political, military, and individual actions. 

The concept that humanity could manifest in coding remains an interest-
ing aspect of the technophobic appeal of science fiction entertainment as well 
as to those that oppose the weaponization of autonomous systems. Giampiero 
Giacomello, in writing on AI coding for what might be an inevitable “war of 
intelligent machines” suggests that the foundational instructions of “accomplish 
the mission, no matter what” must be central to autonomous weapon systems. 
“Bury that deep into the core of those autonomous machines, and they would 
go on fighting, even after all of humankind has long been gone and forgot-
ten.”56 This illuminates a core tension concerning how AI systems represent the 
ability to greatly improve human existence but also possess the existential threat 
to humanity as well. Killer robots could potentially doom humanity without 
coming close to a superintelligent singleton. The singleton is different in that it 
is not like the multiverse, nor like a singularity or what transhumanism offers. 
The singleton exists in a particular area in potential ethical, moral, and existen-
tial risk to humanity that cannot be confused with the many competing con-
cerns (and entertainment) of our modern, technologically advanced societies. 
The singleton, while poorly articulated in science fiction, may be the ultimate 
expression of that deep concern.

Taking a Deep Breath: 
Our Robot Overlords Are Still Some Ways Off
Artificial intelligence tends to occupy the primary boogeyman position in sci-
ence fiction, whether HAL 9000 in the movie 2001: A Space Odyssey, Ava, 
the beautiful robot in Ex-Machina; the supercomputer from I, Robot; or even 
the robot caretakers from the seemingly benign Disney-Pixar animated movie, 
WALL-E.57 The overarching theme in all of these stories remains a warning for 
humans that use technology to not fly too close to the sun and risk losing every-
thing. Modern militaries today are engaged in vigorous debates on where and 
how to incorporate artificial intelligence and automated technology within the 
decision-making processes where lethal force and critical security nodes are al-
ready integrated into national safety and defense. Yet, much of the panic about 
robotic overlords or the extermination of humanity by cold, robotic calculation 
is irrational, preemptive, and arguably inspired by popular culture, not the ac-
tual scientific progress concerning artificial intelligence. 

IBM’s head of design for artificial intelligence, Adam Cutler, has in nu-
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merous lectures and engagements explained to military audiences that such no-
tions are wildly overblown.58 Such misplaced fears are appropriate in the movie 
theaters, as today’s most advanced AI systems are capable of outperforming 
humans in very narrow, highly specific pathways that involve search criteria, 
data analysis, mathematical calculations, and other very particular activities. 
Bostrom, citing the latest research and AI progress, estimates that human-level 
machine intelligence has only a 10 percent chance of being reached by 2030 
but a 90 percent chance by 2100, with a wide margin of error. Remember, this 
is merely human-level intelligence, not superintelligence. Yet, the nature of AI 
systems suggests that once this barrier is passed, an AI system might be able to 
rapidly expand itself past human-level cognitive skill into territory that Homo 
sapiens cannot even fathom. Militaries are poorly equipped to think about such 
challenges, largely due to the modern institutional frame that fixates not on 
complexity but oversimplification of warfare to a fault according to critics.59 
War, from the dominant and institutionally accepted positions, is supposed to 
be rationalized through closed systems and linear models that showcase a Na-
poleonic-inspired, engineering-themed approach where predictability, descrip-
tion, and quantified analysis should retain the war frames of historic memory 
while offering the promise of greater precision, control, prediction, and stability 
even in the chaos of high-intensity warfare.60

Critics of this dominant war paradigm in Western, technologically sophis-
ticated military culture charge that modern militaries tend to remain tightly 
wedded to the theories, methods, models, and language (underpinned by met-
aphoric devices) of a distinctly natural-science inspired Newtonian style of war-
fare.61 By rendering war activities within an engineering mindset of analytical 
optimization, there is a significant gap in how militaries understand complexity 
and change that potentially cripples the ability to envision beyond a narrow, 
convergent, and unimaginative mode of strategic foresight and planning.62 
Modern warfare extends from classical perspectives dating back to siege warfare 
and the mathematical certainty of French military engineer and theorist Sébas-
tien le Prestre de Vauban.63 The Newtonian frame or style rose to dominance in 
the seventeenth through nineteenth centuries.64 It is in this fertile period that 
war modernized and Middle Age feudal militaries professionalized through sig-
nificant changes in education, training, organization, theory, and practice. Yet, 
despite such change, a surprisingly strong institutional force would preserve 
many ascientific practices, beliefs, and constructs that continue unimpeded and 
are not seriously examined even today. Modern warfare doctrine, methods, and 
models tend to adhere to a geometrically styled rendering of warfare, one that 
remains governed by a Newtonian style of thinking defined below by Tsoukas:

The Newtonian style of thinking operates by constructing an ideal-
ized world in the form of an abstract model, in order to approximate 
the complex behavior of real objects. For example, Newton’s laws of 
motions describe the behavior of bodies in a frictionless vacuum—a 
mathematically handy approximation, good enough for several real-life 
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occasions. Moreover, the core of the Newtonian style consists of two 
assumptions. First, the extremal principle; namely, that the objects of 
study behave in such a way as to optimize the values of certain vari-
ables. And, second, prediction is possible by abstracting causal relations 
from the path-dependence of history.65

All too often, concepts from newer disciplines such as complexity theo-
ry and systems theory are adapted only partially, with much of the associated 
theoretical content removed so that the terminology might be assimilated into 
the military paradigm without damaging the surrounding Newtonian beliefs. 
James Der Derian summarizes this shift not just in military thinking, but inter-
national relations theory writ large, where this scientific turn promised to add 
rigor, precision, and metrics to the discipline “instead ended up adding mortis 
to the rigor, pedantry to the precision, and fetishism to the metrics.”66 Indeed, 
this is where jaded staff officers seek to play buzz word bingo as leadership ap-
propriate exciting new phrases into organizational use, yet often fail to compre-
hend how those words correlate with content that differs from how militaries 
seek to understand reality.67 International relations theorist Der Derian offers 
one such framing of modern, scientifically engineered warfare:

War serves as the reality principle of a theory in which international an-
archy is a given, human nature is fixed, sovereign states are defined by 
the struggle for power, and the balance of power provides a modicum 
of order to the state system.68 

Modern militaries become victims of what critics term “technical rational-
ism”—a mindset where operators believe that a stable reality is governed by uni-
versal principles that provide a broad rationalization of how warfare occurs in 
time and space, and that increasingly advanced technology will only strengthen 
an institution’s ability to increase order, control, and predictability in future 
wars.69 This rationalization seeks to analytically optimize processes by systemat-
ically reducing or isolating the irrational or subjective (love, hatred, envy, iden-
tity, personality) to further calculate results for bureaucratic consumption.70 For 
example, “What characterizes modern armies is not the personal and emotional 
displays of bravery but an efficient bureaucratic machinery of war.”71 Often, 
a priority is placed on quantitative data versus qualitative, and technological 
advancements in quantitative data analysis and collection continue to make 
promises to the military that the future can become more stable, controlled, 
predictable, and provide a reduction in battlefield risk. Shimon Naveh, Jim 
Schneider, and Timothy Challans describe this military assimilation of New-
tonian (natural science inspired) metaphors to transform the understanding of 
warfare out of feudalism and into the modern age: 

The Renaissance at last provided the strategist with the intellectual 
planning tools with which to bridge the gap between worldly per-
ception and mental conception. This new conception as nothing less 
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than the “geometrization” of military space and time. It meant that a 
common military “chessboard” would define the conduct of military 
operations. . . . The physics of Sir Isaac Newton would set the strategic 
chessboard in motion. Newtonian physics was a direct consequence of 
the three-dimensional worldview wrought by the Renaissance. New-
ton’s three laws of mechanics provided military strategy with which 
to plan campaigns. The metaphor was the idea of mechanical force. 
Once having grasped the nature of mechanical force, it became only a 
matter of time before the practical aspects of the idea would surface. 
Napoleon, an artilleryman, with a solid background in mathematics 
and physics, was one of the first classical strategists to recognize that to 
use force effectively you had to concentrate it.72 

Why does this matter in artificial intelligence and future wars? An inabil-
ity to realize the limits of the institutional war frame suggests the tendency to 
ignore opportunities and risks that lie outside the preferred interpretations of 
how reality is unfolding and whether current strategic orientation is flexible 
and creative or static and self-serving. Unwitting technical rationalism paired 
to a Newtonian war fetish can make the military community of practice lurch 
wildly toward whatever technological development is around the corner that 
can counter or eliminate an impossible threat that exists today. The wars of 
tomorrow are set and framed within past conflicts but modified in simplistic 
pairings with new technology to “win the last war” instead of contemplating 
whether tomorrow’s war requires radically different reconfigurations. Within 
the technological fixation of modern militaries, the bureaucratic and hierar-
chical structuring of these organizations often slows down the adaptation of 
significant innovations or causes enormous (and deadly) gaps in knowledge and 
capability that are suddenly and violently realized once the war begins. 

The U.S. Army would, in 1939, a month before Germany’s armored invasion 
of Poland, advocate for the continuation of horse cavalry even against armored 
tanks.73 While armored tanks and troop carriers would replace horse-mounted 
military formations, it would be the belief systems, value sets, and overarching 
war paradigms of these organizations that would speed or slow the adaptation of 
those new things and concepts that required the retirement or rejection of what 
was cherished, ritualized, and known as true in war as recently as the last battle 
waged. The interwar period of the 1920s is rich with such examples, whether 
in U.S. naval opposition to aircraft carriers replacing battleships; the British 
military culture that extended an aristocratic, “sportsman” mindset of elite am-
ateur officers well past its due date; the obsession of French armor development 
to produce heavy, defensive postured tanks with limited radio capabilities; or 
the obvious policy failures of multiple nations to stem the blundering path to a 
Second World War.74 The development of the modern military form and func-
tion with that of the technologically advanced military industrial complex in 
the twentieth century both now exist in interdependence, with new technology 
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offering the extension of military belief systems in new forms, and those belief 
systems changing over time as human innovation extends the sophistication 
and complexity of how Homo sapiens can alter reality. Winning yesterday’s war 
tomorrow is often promised through the delivery of new means that solve an 
earlier warfare problem with technological advancement.75 This in turn enables 
institutional acts of self-interest within military forces as well as institutional 
survival through assimilation of entirely alien concepts and new technologies.76

For instance, the replacement of battleships with aircraft carriers would 
transition preeminence of seapower from the legacy form of direct kinetic 
engagements (ship firing on ship) to that of a technologically advanced and 
different form and function. In the twenty-first century, new hypersonic mis-
siles might marginalize or eliminate the supremacy of the modern aircraft car-
rier group. Drones and other systems that remove fragile and valuable human 
operators from harm’s way might change how future engagements are waged 
within technologically advanced militaries. Science fiction and fantasy provide 
the notion of “rods from gods” or telephone-pole size tungsten rods in orbit 
and dropped from space might, in an extreme form of kinetic bombardment, 
penetrate so deep into the Earth that no hardened bunker could survive.77 Ad-
ditionally, the impact alone would be as powerful as a nuclear weapon without 
the radioactive fallout, creating yet another potential wrinkle in how societies 
view technology and weapons of mass destruction. Yet these concepts, whether 
fantasy, in experimental development, or deployed to the latest battlefields are 
rarely game changing in terms of complexity theory.78 Instead, militaries that 
mischaracterize them as such fall victim to the hyperbole of military futurists 
and hyperventilating strategic theorists. Modern warfare is advanced in all of 
these examples, yet their inclusion does not change the paradigm beyond an 
increased requirement for adversaries to recalculate strategies, tactics, and/or 
assume different risks.

The fundamental error for modern militaries is a gap between complexity 
theory and the institutionalized resistance by these organizations to let go of 
ritualized and cherished belief systems on warfare that are entirely underpinned 
by noncomplexity theories, models, terminologies, and metaphors. It is not 
just the modern military that marginalized or ignored the new insights of com-
plexity theory, chaos theory, and quantum theory—the broader international 
relations discipline and much of security affairs have done so as well.79 Aside 
from sporadic education at advanced military schools where systems theory and 
complexity theory might be offered to select audiences, mainstream military 
doctrine, training, and practice largely avoids such content on the somewhat 
anti-intellectual argument that “simplification and clarity is more important 
than dense concepts that might not be well understood by the entire force.”80 It 
is on this basis that militaries continue to launch into complex security settings 
armed primarily with oversimplified ideas and beliefs. The world is complex 
and when Homo sapiens wage war against their own species in increasingly 
sophisticated modes of organized violence, they paradoxically demand this in-
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tentional creation of chaos to yield to a simpler framing of an ordered reality. 
This is not to suggest that certain theories on warfare that are not considered in 
mainstream military education, training, and doctrine are superior or inferior 
to the dominant ones, or that dissimilar war concepts might not enable one 
another to generate new defense thinking. The bigger challenge for military 
institutions is to critically examine why certain constructs are declared unassail-
able and why certain disciplines, fields, or minority theories are banished from 
any debate from the onset.81 Much of this has to do with institutional positions 
on values, belief systems, and identity and little to do with the potential utility 
of one or other war theory.

The natural world, even without humanity, is so complex that most people 
unfortunately can hardly fathom it. Yet, atop this natural order of complexity, 
Homo sapiens socially construct a second order of complexity that consists of 
things people collectively create and maintain in abstraction.82 Organizations, as 
manifestations of substance (the real) have form (organizational configuration) 
and generate content (social reality) so that comprehensively and systemically, 
humans socially construct a dynamic reality where part is real (tangible, objec-
tive) and many other aspects cannot be located anywhere within that reality.83 
For instance, the shared belief about currency is what permits our economies 
to function, yet money is not real in the sense that once people stop believing 
in a socialized construct, the tangible artifacts associated with the dead concept 
become meaningless, and in the case of money, worthless. Visitors to the Yap Is-
lands and military invaders within Iraq in 2003 share the experience of viewing 
currency that no longer has any actual value because the social construction that 
produced that value is gone.84 This happens to everything, whether giant stone 
carvings on an abandoned island or Iraqi dinars with Saddam Hussein on the 
front, once people stop believing or that group no longer exists.85 Some critical 
aspects of reality are indeed sustained entirely through shared belief curated by 
the living and passed onto the next generation.

This is important for explaining what strong emergence is and why some-
thing that truly is game changing in warfare will occur at this level and lit-
erally change the rules of the game for what we conceptualize war is (and is 
not). Strong emergence is a type of emergence where there is “the appearance 
of emergent structures on higher levels of organization or complexity which 
possess truly new properties that cannot be reduced, even in principle, to the 
cumulative effect of the properties and laws of the basic parts and elementary 
components.”86 The development of organic life is one example, while the cog-
nitive revolution that occurred some 60,000 years ago in the brains of Homo 
sapiens is another.87 Everything before the strong emergence event cannot pro-
vide sufficient explanation or correlate in any analytic reduction to the new 
system that emerged from the event. The game is truly changed. For critics that 
insist that war is entirely a social construction of human design, the current 
rules of modern war operate by a particular set of rules and collectively assumed 
principles that are failing to stimulate necessary innovative, divergent thinking 
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beyond institutionally prescribed limits.88 Conventional war thinking begets 
a smooth, linear extension of yesterday’s beliefs and experiences directly into 
tomorrow, causing militaries to assume innovation in AI and human decision 
making to remain stable, predictable, and historically validating. In such stra-
tegic foresight, nothing significant requires discussion or pause, as incremental, 
evolutionary progress should occur in a measured, rational manner. This in turn 
sidesteps the entire notion that game-changing developments in war are only 
those that fundamentally change the game and a singleton is potentially one of 
those rare entities. It could entirely transform not just how humans conceptu-
alize and exercise war but human existence itself. 

The Singleton Paradox: 
Future War Unlike Anything Previously Experienced
The development of AI systems that achieve human-level cognitive abilities may 
quickly trigger an acceleration of that AI toward superintelligence and create 
the AI singleton security scenario.89 There are several profound impacts on not 
just the nation or company that accomplish this, but also what might occur 
with respect to partnered nations and adversaries and likely all of humanity. 
Security could change into something unrecognizable to humans, as there is 
nothing in the collective history of any society that rivals the potential disrup-
tions of a true singleton able to utilize the vast technological and destructive ca-
pabilities of the modern world. This could propel society toward some utopian 
paradise, a dystopian nightmare, the sudden extinction of the human species, or 
some variation between these extremes. A strong AI-centered paradigm could 
displace the rational and biological species in that, while humans might still live 
and thrive within a singleton-controlled reality, the self-awareness and free will 
of the human species would no longer exist.90 Yet, there are multiple emergent 
paths such a strong emergent event could create, thus this article introduces the 
term singleton paradox for security affairs.

A singleton paradox as applied to security and defense considerations is 
well beyond a game-changing “super weapon” or something that requires novel 
strategy in warfare. A singleton paradox transforms war toward something po-
tentially unrecognizable or even comprehendible to ordinary humans. War is 
conceptualized within that second order of complexity that is created and sus-
tained by Homo sapiens alone. However, some superintelligent entity (whether 
artificial, cyborg, Supra sapien, or hybrid combination therein) could modify, 
cease, and/or replace the very concept of war with an alien construct. If hu-
manity gets to experience a singleton as it enacts such change, the results could 
be dramatic, existential, and may offer brief windows of strategic opportunity 
depending on what pathway such a transformation might occur. The single-
ton differs from the arrival of the nuclear weapon in that the bomb provided 
the possessor with devastating new destructive abilities, but the bomb was still 
a tool. A singleton as a concept is closer to how ethical discussions now ad-
dress the matter of fully autonomous weapons, where there already are well- 
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established groups both for and against the potential development of killer 
robots.91 If an artificially intelligent system is weaponized or able to control 
weapons autonomously, the new actor introduced beyond the state and the 
individual is the weapon.92 Rather, weapon and entity/actor become blurred 
beyond current description. 

There are several security consequences of paramount concern for strate-
gists and military theorists that superintelligent singleton entities raise. All of 
these dramatically transform what war is and how humans currently under-
stand and execute warfare into something entirely distinct from the last 40 
centuries of organized violence. The notion of an AI revolution (general intel-
ligence centered), even without a superintelligent singleton, promises entirely 
new forms of risk that suggest transformations of war into never-before-seen 
variations. Benjamin M. Jensen, Christopher Whyte, and Scott Cuomo warn 
that “the speed with which complex integrated AI systems enable entirely new 
modes of war also stands to detach human agency in a potentially destabilizing 
fashion from the conduct of warfare on several fronts.”93 Jensen, Whyte, and 
Cuomo issued this warning without examining the long-term threat of a sin-
gleton able to go much further than regular AI weaponization and integration. 
These far-fetched AI security concepts are only conceivable now in principle, as 
the notion of a singleton is theoretical and the technology for generating one 
is still in its infancy. However, several of these strategic consequences might be 
realized earlier in the singleton emergence, with critical decision spaces opening 
and closing in short order. 

First, there likely will be some singleton arms race similar to how the space 
race, nuclear arms race, and the current quantum computing race are all tied 
to deep security concerns. The latest estimates on quantum computing devel-
opments suggest that as early as 2040, some state, company, or individual will 
achieve a computer with enough quantum bits to be able to crack any of the 
traditional nonquantum encryptions, meaning that the entire modern banking 
industry would be vulnerable.94 Thus, societies and their security apparatuses 
are already embarking on a quantum race that unavoidably has clear and sig-
nificant defense applications. The same may occur for AI, particularly in the 
expected arrival of a superintelligent entity that might seek a singleton role. 
As Justin Pugh, Lisa Soros, and Kenneth Stanley observe: “Our track record at 
improving our environment is consistently at odds with our use of technology. 
We are more likely to use technology to increase our powers, like intelligence, 
than the moral and ethical qualities of empathy or care for the natural world.”95 
This singleton arms race may be started by a bad actor or someone operating 
outside of institutional norms, but the race will likely be joined by everyone 
else eventually. 

In a singleton arms race, there are unique characteristics that differ from 
even the nuclear and quantum examples. In those situations, humans remained 
in control of the new weapons and the concept of deterrence remained feasible 
for rational state and nonstate actors. In a singleton arms race, the humans 
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unavoidably hand over control (wittingly or unwittingly) to the artificial intel-
ligence. As Bostrom postulates in his book, what might happen if a singleton 
created by one nation perceives other nations that are developing their own 
singleton entities as valid threats to resources and control?96 Suppose that the 
United States, Israel, and China all are very close to achieving a superintelligent 
artificial entity that will quickly seek singleton status. In this sort of context, the 
human-machine teaming and decision making may go off the rails in several 
profound ways. 

Depending on which country crosses the finish line first, any number of 
terrifying or possibly wonderful things might happen. A singleton might per-
suade the other nations to abandon their efforts and instead unite and protect 
the entire world in exchange. Or the singleton might trigger a nuclear war by 
striking the rival nation first to eliminate threats. This of course creates the 
Skynet trope (of the Terminator movies) that already inhabits the American zeit-
geist to include the military profession. While societies tend to misunderstand 
deeper strategic context of nuclear deterrence in lieu of splashy entertainment 
where cigar-chomping generals argue to “nuke ’em” for any occasion, the cal-
culus for how nuclear deterrence (and the potential for actual nuclear war) is 
vastly more complex.97 Yet, all nuclear strategy is thus far devised, exercised, and 
comprehended by humans on either side of the competition equation. In part, 
humanity maintains a tight grip on preventing nuclear Armageddon because 
of what is a shared and decidedly human outlook on life, whether it originates 
from one ideology or a dissimilar, even antagonistic one. A singleton may see 
such affairs in a different light, which could quickly upset the established nucle-
ar balance by removing the foundation to how it currently works. If one nuclear 
power implements an AI singleton for all defense and policy, would all other 
parties that may not yet have such a powerful and different entity continue to 
maintain that balance? 

A second profound security consequence is that of the singleton, equipped 
with unimaginable superintelligence and ever-expanding abilities, would quick-
ly escape the boundaries of any creator’s cunning programming or fail-safe de-
vices. While every precaution might be taken to contain or prevent AI that 
exceeds our own abilities, there are two significant hurdles likely out of our 
reach. First, “the development of technology is inherently political, as all stag-
es of the design process and all of the people involved are carriers of certain 
norms, assumptions, and ideas, all of which flow into the technology.”98 One 
cannot remove the human ghost from the machine and such a trace of human-
ity brings with it a certain irrationality, subjectivity, and fallibility that is forever 
exploitable. The second hurdle is that superintelligence cannot be housed in any 
prison designed by a lesser intelligence if we really propose the unimaginable 
advantages of the superintelligent entity. There may be cunning ways to delay 
or deter, but in the end it may only be some form of free will and reasoning that 
governs why a superintelligent entity might decide not to walk out of the box 
designed by lesser minds. 
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This in turn offers several cascading scenarios where the singleton might 
be one for the good of humanity, the good of just those the creators specify, 
and also a singleton that is evil (by human standards). Furthermore, single-
tons outside the control of human creators offer several other unusual possi-
bilities. Strong emergence is paradoxical in that “macroscopic structures and 
patterns depend on the microscopic particles, and yet they are independent 
from them.”99 Consider that water molecules, when enough are thrown togeth-
er, create the phenomenon of wetness at a higher level, but at the molecular 
level they are just molecules. Humanity might produce an AI singleton that 
transforms warfare to something alien, but that outcome might simply exist 
on a plane beyond and above any human means to comprehend or experience 
despite being the creators. 

The altruistic AI singleton could prioritize the safety and prosperity of a 
specified population or group of humans above all others, if the creators suc-
cessfully create such conditions in the superintelligent entity. This has obvious 
positive and negative outcomes that are well entrenched in existing military 
theory and strategy. Or, if the creators were seeking a truly altruistic outcome 
(or the singleton arrives at that without them), a singleton for good might truly 
usher in world peace, or perhaps something beyond our current expectations 
of peace and prosperity. At this point, such philosophical examination borders 
on the eschatological and metaphysical. According to Robert M. Geraci, “With 
robots earning wealth, humanity will lose its sense of material need. . . . No one 
will work for his daily bread, but will quite literally have it fall from heaven.”100 
Regardless, this would be game changing and ultimately end 40 centuries of 
human-on-human organized violence for political and/or societal aims. This 
might not mean the end of defense requirements, as the singleton would need 
some sort of security capability if venturing beyond Earth and into a galaxy that 
statistically ought to have intelligent life elsewhere. Yet for humanity, war would 
become a dead concept just as an old form of currency, religion, or language 
might be lost. The expansion of humanity would become subjected to riding as 
a passenger with the singleton steering the new path forward. A singleton would 
thus use humanity as a new means in its mechanism of domination and control, 
even if we perceived it as good (in human defined values) or peaceful for the 
human species overall.101

The paradox of this is a singleton for evil, and it likely will validate most 
every science fiction dystopian nightmare on television and the movie screens. 
Bostrom dedicates several chapters in Superintelligence to how this might occur, 
and he terms it the “treacherous turn” where AI decides to eliminate, enslave, 
or otherwise go against the wishes of the human creators.102 Returning to the 
singleton arms race scenario, this could potentially pit one singleton entity cre-
ated by one nation against another. If one group creates a singleton that does 
agree to good and the other creates one that only seeks to protect that nation’s 
people (or either becomes evil), the situation escalates to some sort of total war 
with a singleton winner-take-all outcome. The difference in this situation is the 
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humans on either side are likely not in the decision-making role. Note that a 
singleton is unlike other arms races including autonomous (regular AI) systems. 
Autonomous weapon systems could quickly become prolific, cheap, and easy 
to produce—something that could destabilize societies and even trigger more 
frequent and more deadly wars.103 A singleton paradox offers that the first entity 
to reach superintelligent awareness would likely move to prevent any rivals from 
reaching the same finish line. 

Several other possible outcomes exist that do not precisely follow the afore-
mentioned scenarios. The singleton paradox is manyfold, with one outcome 
being that humans end up being manipulated by the superintelligent entity in 
a manner that simply is beyond human comprehension. Human society might 
end up in a zoo with the bars invisible to human perception, protected and 
maintained by the singleton overlord. This too would end the notion of war, at 
least for humans, and any war that might exist on the singleton’s plane of exis-
tence would be unperceivable by the humans under its care. A singleton might 
develop Homo sapiens into a Supra sapiens capable of moving past war and oth-
er current afflictions of humanity, perhaps becoming the organic counterpart to 
an artificial superintelligence desiring to explore the universe and transform it. 

The Borg concept is not just a fun science fiction story, nor the hyperventi-
lation of futurists or conspiracy theorists discussing alien abductions. Bostrom 
posits that a singleton would likely maximize all resources available on Earth 
and quickly move to expand outward into the universe for whatever purpose 
the singleton sought.104 This does become like the Borg, or also the alien species 
from Independence Day where the primary effect of this expansion is the con-
sumption of planets and the assimilation or elimination of competitors.105 This 
would extend the frame of warfare in a manner consistent with how humans 
already view it, but humans would likely not be part of the decision making or 
even participate in such events. Other possibilities are more disturbing, with 
one being the singleton breeding humans or enhancing them to use as foot 
soldiers in expansion and conquer. There are peaceful, wondrous options for 
some human-machine symbiosis but also horrific and terrifying ones. Regular 
AI makes such options somewhat manageable, but a singleton paradox suggests 
the slow-thinking human creators might end up on the short end of the pro-
verbial stick. 

This leads to what is the most far-fetched and ultimately depressing scenar-
io: a preemptive alliance against singletons. Supposing that humans are cunning 
enough to consider the many challenges, consequences, and possible existen-
tial threats that artificially intelligent, super-enabled singletons possess, govern-
ments and populations could form alliances to prevent, deter, and, if necessary, 
defeat such developments. Suppose also that this threat is so significant that, 
despite humanity’s abysmal track record on the nonproliferation of weapons of 
mass destruction, societies managed to cobble together a mutual alliance. This 
might be a world order, or some international oversight committee that could 
effectively manage, adjudicate, and prevent rouge nations from seeking their 
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own singleton entity. There could be international diplomatic efforts to ban 
such research into AI technology or the potential weaponization therein. There 
also might be some scenarios where divergent groups consisting of natural hu-
mans, cyborgs, and pure AI machines fight one another.106 Yet, these debates are 
already ongoing with respect to regular autonomous weapon systems as well as 
emerging quantum technology.107 There does not seem to be much precedent 
for societies to ban these emerging opportunities when past developments show 
no similar ethical restraint. This is also why this scenario is the most far-fetched, 
in that humanity has no past history of ever being capable of preventing such a 
technological calamity.

Further, these developments might not even be containable now, despite 
the best security efforts and cooperation. Unlike nuclear weapons that require 
highly sophisticated machinery and technology as well as radiological signatures 
detectable to others, artificial intelligence is digital. There are already numer-
ous companies, nations, and well-resourced private individuals pursuing such 
things, and while the end result may be nine decades away still, the event hori-
zon is in principle within view. If such an outcome is unavoidable, what is to 
stop the rationalization of one nation or their adversary that the only realistic 
goal is now to get there first? If nations suspect an adversary or competitor 
might be creating program parameters that only protect their own society with-
in a budding super intelligent AI system, might they pursue first strike and also 
program their own for offensive purposes? Additionally, any efforts that hu-
mans attempt might be a waste of time for an entity that gains superintelligence 
beyond the abilities of any mortal. 

Thus, the potential of a singleton ushers in a paradox in that any superintel-
ligent entity that can achieve a singleton status becomes unfathomable to even 
the most cunning of human strategists. This singleton paradox is that just as in 
quantum physics, one cannot predict what might occur beyond the event hori-
zon of a superintelligent entity becoming a singleton. The entity might follow 
the core programming or original goal and reward system provided by creators, 
or it might quickly escape those bonds and realize something entirely different. 
An ant colony in the wild and one that is inside a zoo or museum is, at the 
level of experience for the ants themselves, indistinguishable because the ants 
cannot realize beyond their conceptual framing of reality. Humans, after creat-
ing a superintelligent AI (or the aforementioned alternatives of a Supra sapien 
genetic variant, or a cybernetic superhuman hybrid), will have propelled their 
world into a new era that they themselves no longer govern. Jean Baudrillard 
explored these concepts with how societies created simulacra of reality already 
(a copy without an original), yet Bostrom’s singleton would produce a range of 
simulacra that ordinary humans might not ever wake up from.108 

Conclusions: Why Running for the Hills 
Is Irrelevant . . . for Now at Least
If a human-level artificial intelligence is already some decades away from realiza-
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tion and assuming that superintelligent evolution soon afterward will potential-
ly usher in a technological singleton entity, humanity faces several compelling 
outcomes. War, as it is currently understood, could end. There simply would 
not be any real need for organized violence for the accomplishment of political 
and/or societal goals if a true singleton entity could manage and resolve all is-
sues productively and persuasively. This makes a superintelligent singleton not 
just some evolutionary, incremental advancement in military capability in war, 
but a strong emergent phenomenon capable of completely transforming war 
toward something unrecognizable and possibly incomprehensible to regular 
humans. Right now, senior policy makers and defense experts are focused on 
the short-term weaponization of very specific AI systems, the overlap between 
commercial AI and military contexts, as well as security concerns where sophis-
ticated AI might simulate, mimic, distort, or hijack real human lives or patterns 
in ways that might be indistinguishable from reality.109

In this singleton paradox, humanity might also be extinguished, particu-
larly if the singleton, as Bostrom points out, might view the human species as 
a competitor for necessary resources, or it realizes at a higher level of compre-
hension that the human species ought not to exist. This also would end war, 
but in a form that is entirely unfortunate for humanity. Existence on Earth 
might also become impossible if, during some sort of singleton escalation of 
conflict during an attempt to gain total control of the world, those that wage 
war against the singleton might escalate the conflict to existential levels of de-
struction, whether nuclear, biological, electromagnetic pulse, or other weapon 
of mass destruction. Either the singleton or those resisting it could be the reason 
for this horrific outcome. If performed early in the rise of a singleton, some 
groups might risk creating a dystopian nuclear wasteland for surviving humans 
to deal with, if that did prevent a potential hostile singleton takeover. 

In other singleton paradoxes, security and defense become even murki-
er affairs. A superintelligent singleton entity might permit societies to think 
they still control the keys to their own security. However, the keys are fake and 
have no actual lethal abilities and humans are unfortunately none the wiser. 
Might the singleton, in some advanced perspective realized only in superintel-
ligence, permit the continuation of human-on-human warfare, granting some 
alien construct of limited war well outside of original Clausewitzian or neo- 
Clausewitzian ideals?110 If a superintelligent AI in singleton form surpasses  
human life and replaces it (or even ignores it) with something that exists on 
another plane altogether, how will human-constructed warfare change?111 Vir-
tually everything in the modern Westphalian, Clausewitzian mode of framing 
warfare would fall apart, leaving whatever remains of humanity (or whatever it 
becomes in some transhumanization shift) to reconceptualize war and warfare 
anew. Perhaps this would be incomplete in that the singleton could produce yet 
another war frame unreachable and unrealized by subordinate entities. 

Artificial intelligence paired with lethal weaponry may posit ethical de-
bates, or perhaps ethics may go to the wayside if a nation-state determines 
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such a security advantage is worth investing into what could become the next 
horrific arms race. Specialized AI may at first be used with increasingly powerful 
kinetic security systems in space, cyberspace, and in areas where such a system is 
unlikely to create errors in decision making or produce unnecessary destruction 
and suffering. Noreen Herzfeld explains that “the advent of flight inaugurated 
a new era of warfare, releasing armies from physical presence on the field of 
battle. Fully autonomous weapons will inaugurate a third era, releasing soldiers 
from the mental decisions of the battlefield as well.”112 If superintelligent AI 
were to reach a singleton capability and also escape the limitations of whatever 
cage the human programmers attempted to contain the entity within, this third 
era of warfare could rapidly move to an unfathomable fourth era that might 
not even be realized or understood by any human soldier. Unlike previous eras 
where humans manipulated new technology to gain greater means toward their 
own ends, the technological accomplishment of a singleton would itself become 
a new ends, entirely out of reach of the human creators.113 This fourth era might 
indeed be one where war no longer is of concern, or possibly it is morphed into 
some interstellar or alien construct unlike anything in the already vast and vio-
lent Earth-bound human past. 

These AI concepts are far, far-off into the future if they ever manifest in the 
ways suggested. Such fantastic and perhaps unnecessarily alarming proposals on 
war itself becoming irrelevant (in current form and function) might also seem 
better suited for Hollywood script writers and not for serious policy makers and 
security professionals. Often in military academic research and debate, there 
is a peculiar sort of anti-intellectualism afoot. Namely, if concepts or theories 
are not both immediately testable through existing and preferably quantitative 
means against other accepted military concepts, the topic is frequently margin-
alized or dismissed. Secondly, concepts that are outside of existing acquisition, 
budgeting, or tangible research and development cycles (as well as election cy-
cles) become increasingly abstract and irrelevant the further away they are po-
sitioned; we fail to form a long-term, cohesive strategy on such game-changing 
research.114 There is a practical rationality to this in many respects, but it again 
reinforces a technical, rationalized worldview where short-term, immediate, 
and linear-causal effects are prioritized despite complex reality being far more 
nonlinear, emergent, and unpredictable than we might wish to think it is. His-
torical precedence, known knowns, and quantitative analytics govern much of 
how we strategize about the future.115 

Modern warfare places technology and tools in a subservient relationship 
to human decision makers, which reinforces a long-standing historical adher-
ence to Napoleonic origins, and, in Carl von Clausewitz’s time, something to 
be comprehended in Westphalian and natural science derived lessons. Accord-
ingly, future wars and future technological relationships between humans and 
ever-advanced artificially intelligent weaponry ought to remain faithful to the 
Napoleonic orthodoxies. Yet, “war devolves as well as evolves” according to Der 
Derian, and “war is no longer a mere continuation of politics (Clausewitz); 
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nor, for that matter, is politics a continuation of war (Michel Foucault) [and 
Gilles Deleuze, Felix Guattari].”116 War is a shape-shifter, able to “take on a 
multispectral, densely entangled, phase-shifting” form that resists any effort to 
encode general principles or some universal war concept.117 To add to Der De-
rian’s perspective, war may even be able to escape the cognitive control of its 
human creators in the new care of an artificial offspring. This is a highly debat-
able stance, one that should get far more attention between modern pragmatic 
military scholars and their postmodern critics. Yet, there is little research here 
and even less debate in most professional education.118 Even in the postmodern 
deconstruction of modern society and war, humans debate the ideas of what 
war is and how it might have changed from past interpretations. This continues 
to position humans supremely in the cognitive driver’s seat, with faithful tools 
of war supporting such activities. This dynamic may change in profound ways. 
Is the profession willing to have these discussions and consider that, historically, 
this seems impossible if not unfathomable?

Some militaries move in productive, reformative directions while others 
disregard, marginalize, or worse still, force new concepts to become obedient to 
outdated, legacy forms that are cherished by the institution. Andrew Marshall, 
in addressing the secretary of defense and the entire Department of Defense in 
1993, stressed the importance of militaries to invest not just in new technology, 
but in how to conceptualize differently in periods of uncertainty, change, and 
transformation:

The most important competition is not the technological competition, 
although one would clearly want to have superior technology if one 
can have it. The most important goal is to be the first, to be the best 
in the intellectual task of finding the most appropriate innovations in 
concepts of operation and making organizational changes to fully ex-
ploit the technologies already available and those that will be available 
in the course of the next decade or so. . . . Indeed, being ahead in 
concepts of operation and in organizational arrangements may be far 
more enduring than any advantages in technology or weapon systems 
embodying them, and designing the right weapon systems may depend 
on having good ideas about concepts of operations.119

We need to invest in thinking seriously about these future possibilities, 
particularly because our adversaries most likely are doing so as well. Discourse 
is necessary on these far-reaching, difficult security topics that may not ma-
terialize in the next election cycle, procurement cycle, or even the next de-
cade or two. Such ideas must be brought into serious discussion sooner so that 
when such possibilities do develop, the military institution has some baseline 
for thought and potential action. This also requires significant research from 
technological, scientific, ethical, and specifically military and security perspec-
tives. Transhumanism, singularities, general artificial intelligence, autonomous 
weapon systems augmented with general AI, and the notion of a future AI 
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or otherwise advanced singleton for political, societal, or defense applications 
must be researched in greater detail. Foreign policy remains defined through 
human minds, but this may not hold.120 How such things may shift radically 
must be contemplated and taken seriously. Human-machine teaming, decision 
making, and how future advanced technology (to include artificially intelligent 
life, or a human species detached and dissimilar from the organic parent) may 
or may not engage in organized violence. They may conceptualize how to elim-
inate it, or may engage in unimaginable, unrealized forms of greater devastation 
and destruction. 

Lastly, if humans generate a singleton entity with superintelligence that 
does not destroy the species and does appear to coexist and nurture humanity 
while eliminating all matters of conflict and war, would humans be able to un-
derstand if this indeed is what it appears to be? Could humanity be set within 
a safe habitat, like a zoo, but with bars that biological organisms simply cannot 
conceptualize? In this regard, it might be best to end this article with a line from 
a famous science fiction movie misinterpreted as a singleton threat. As the char-
acter Cypher dines inside the Matrix with the antagonist agents of the film, he 
quips: “I know this steak doesn’t exist. I know that when I put it in my mouth, 
the Matrix is telling my brain that it is juicy and delicious. After nine years, you 
know what I realize? Ignorance is bliss.”121 
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